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Abstract

This paper presents a symbolic algorithm to perform timing
analysis of combinational circuits which takes advantage of the
high compactness of representation of the Algebraic Decision
Diagrams (ADD’s). The procedure we propose, implemented
as an extension of the SIS synthesis sysiem, is able to pro-
vide more accurate timing information than any other method
presented so far; in particular, it 1s able to compute and store
the true delay of the gate-level representation of the circuit for
all possible input vectors, as opposed to the traditional methods
which consider only the worst-case primary inputs combination.
Furthermore, the approach does not require any explicit false
path elimination. The information calculated by the ttming an-
alyzer has several practical applications such as determining the
sets of critical tnput vectors, critical gates, and critical paths of
the circuit, which may be efficiently used in the process of re-
synthesizing the network for low-power consumption.

1 Introduction

In the design of modern IC’s, ensuring that timing constraints
are met is a fundamental issue. Circuit simulators such as
SPICE are occasionally used for this purpose, but simulation
is typically too time consuming to be applied to an entire VLSI
circuit. An alternative way to estimate the delay of a digi-
tal network applies timing analysis methods; the advantage of
these methods over the traditional simulation-based approaches
is that they do not need test vectors to be supplied by the user;
the timing behavior of the circuit is determined either by im-
plicit input vector enumeration, or by implicit exploration of
the paths of the network. Even if symbolic techniques are now
available, input enumeration-based techniques may still be too
expensive to be successfully used; therefore, in the last few years,
researchers have spent considerable efforts in the development of
path-oriented timing analysis techniques. These methods may
provide only a rough estimate of the delay of the circuit, due
to the possible presence in the network of false paths, that is,
of paths that can not be sensitized by any input vector. The
problem to be solved is then the calculation of the true delay
of the circuit, that is, the delay of the circuit calculated along
the longest sensitizable path, also called the critical path of the
circuit. Since the delay of a circuit influences the choice of the
clock cycle, a large difference between the longest false path and
the critical path will result in posing unnecessarily conservative
timing constraints on the design.

Traditional path-oriented techniques for timing analysis and ver-
ification consist of two processes: Path generation and path
sensitization. In path generation, a list of topologically longest
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paths is generated and sorted in non-increasing order. In path
sensitization, paths in the list are checked for being sensitizable,
and false paths are eliminated from the list until the critical path
is found. The choice of the sensitization conditions to be used to
identify the critical path influences the correctness of the anal-
ysis [1]. If static sensitization conditions are used [2], the delay
estimation is optimistic; the logical state of the gates along the
path is not always properly taken into account, and this may
lead to an underestimation of the critical path. In the case of
dynamic sensitization [3], the problem which arises is not re-
lated to the correctness of the delay computation, but rather
to its robustness. The circuit that the timing verifier manipu-
lates is an idealized circuit, and the delays are given as a range
of values from which the timing analyzer chooses the maximum
value. The exact time at which a node settles to its final value is
unknown, implying problems with maintaining monotone speed-
up [1]. Identifying the critical path by means of the viability [4]
criterion, on the other hand, results in a pessimistic timing anal-
ysis; the selected critical path might actually be a false path.
The same thing can happen if the true path of the network is
detected using the conditions proposed in [5], or the equivalent
and independently derived co-sensitization conditions published
in [6]. Beside sensitization-based methods, other timing analy-
sis strategies have been proposed in the last few years; some of
them are based on explicit critical path extraction [7], others on
the computation of the true delay using timed test generation-
like [8] or probabilistic [9] techniques.

In this paper we present a symbolic algorithm to perform tim-
ing analysis of combinational circuits which takes advantage of
the high compactness and ease of manipulation of the ADD
data structure [10]. The analysis procedure we propose, imple-
mented as an extension of the SIS synthesis system [11], is able
to provide more accurate timing information than any other
method presented so far. In particular, it is able to compute
and store the true delay (i.e., the length of the critical path) of
the gate-level representation of the network for all possible com-
binations of the primary inputs, as opposed to the traditional
methods which consider only a single worst-case input vector.
Furthermore, the approach does not require any explicit false
path elimination. The information calculated by the timing an-
alyzer has several practical applications such as determining the
set of critical input vectors (i.e., input vectors which sensitize
a critical path), the set of critical gates (i.e., the set of gates
which belong to a critical path), and the set of critical paths
of the circuit, which may be efficiently used in the process of
re-synthesizing the network for low-power consumption.

The rest of this paper is organized as follows. Section 2 gives def-
initions and notation for subsequent usage. Section 3 describes
our ADD-based algorithm for true delay calculation. Section 4
shows preliminary timing analysis results obtained on selected
benchmark circuits, some of which are from [12]. Finally, Sec-
tion 5 is devoted to conclusions and future work.



2 Background
2.1 Definitions and Notation

In the following section we give the most fundamental definitions
concerning combinational circuits, and paths in combinational
circuits. The notation we use throughout this paper is partially
taken from [13].
A combinational circuit (or network) is a directed acyclic graph
composed of gates (or nodes) and connections (or edges) be-
tween gates. Given some input vector z, a k-input gate g; has k
delays, d(gi;,z), one for each input. A path in a combinational
circuit is a sequence of gates, (go,...,gn), where the output of
gate g;, 0 < 2 < n, connects to an input pin of gate g;1.
If the output of a gate, g;, is connected to an input of a gate,
gj, then g; is a fanin of g;. Gate g; is a fanout of gate g;.
The length of a path, P = (go,...,9n) is defined as d(P,z) =
?:—01 d(gij;, =), where j; is the pin connected to the previous
gate g; in the path. If no delay model is specified, the delay
(or topological delay) of a combinational circuit is the maximum
over all z of the length of its longest path. An event is a tran-
sition 0 — 1 or 1 — 0 at a gate. Given a sequence of events,
{eo,€1,...,en}, occurring at gates {go, 91, - -
such that e; occurs as a result of event e;_1, the event eg is said

.,gn} along a path,

to propagate along the path. A controlling value at a gate input
is the value that determines the value at the output of the gate
independent of the other inputs. For example, 0 is a controlling
value for AND/NAND gates, while 1 is a controlling value for
OR/NOR gates. A non-controlling value at a gate input is the
value which is not a controlling value for the gate. For example,
1 is a non-controlling value for AND/NAND gates, while O is a
non-controlling value for OR/NOR gates.

The arrival time, AT(g;, =), is the time at which the output of
gate g; settles to its final value if input vector z is applied at
time 0. Under a specified delay model, a path P = (go,...,gn)
is said to be sensitizable if an event ey occurring at gate go can
propagate along P. The critical path of a circuit is the longest
sensitizable path under a specified delay model; if a path is not
sensitizable, then it is a false path.

2.2 Operating Modes and Delay Models

Let us consider the operation of a circuit over the period of ap-
plication of a sequence of input vectors. Let v; be the vector
applied at time ¢;. In the floating mode of operation, the nodes
of the circuit are not assumed to be ideal capacitors, and there-
fore their state is unknown until it is set by the current input
vector. In the transition mode of operation, on the other hand,
the nodes of the circuit are assumed to be ideal capacitors, and
hence they retain their value set by the previous input vectors
until the current vector forces the voltage to change. Thus, in
the transition mode of operation, the timing response of each
gate of the circuit to v; is also a function of v;_1, while in the
floating mode of operation the response to v; depends only on
v; itself.

The overall timing response of a circuit is computed by first
estimating the delay of each gate in the circuit. The simplest
way to model the delay of a gate is to assign to each pin j of gate
g a fixed number, d(g;, ), which represents the time required by
the output to assume the correct value in response to a voltage
change on input 7 under the input vector z. This model, called
the fized gate delay model, indicates that if an event occurs at
pin 7 of gate g at time £y, the output of gate g will settle to its
final value at time ¢o +d(g;, z). Inreality, d(g;,z) is typically an
upper bound on the expected delay, so in fact the actual delay
may be some value in the range [to, to +d(gj, z)]. This is called
the upper-bounded gate delay model. The upper-bounded model
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Figure 1: (a) A Combinational Circuit. (b) Its Output
Arrival Times. (c) The Corresponding ADD.

in floating mode guarantees the monotone speed-up property: If
any gate along the path to some gate g is made faster, then the
arrival time at the output of g will not increase. Another model,
the bounded gate delay model, assumes that the delay for pin 7 of
gate g is specified as a range, [dl(gj,z), d“(g;,z)], given by the
lower and upper bounds on the actual delays. However, when
the objective is true delay calculation, such a model does not
give any advantage over the upper-bounded gate delay model.

2.3 Algebraic Decision Diagrams

In this section we briefly summarize the main characteristics of
Algebraic Decision Diagrams (ADD’s) [10]. For a more extensive
treatment of this subject the reader can refer to [14].

An ADD is a directed acyclic graph (VU@ UT, E), representing
a set of functions f; : {0,1}™ — S, where S is the finite carrier
of the algebraic structure over which the ADD is defined. V is
the set of the internal nodes. The out-degree of v € V is 2. The
two outgoing arcs for a node v € V are labeled then and else,
respectively. Every node v € V has alabel I(v) € {0,...,n—1}.
The label identifies a variable on which the f;’s depend. & is
the set of the function nodes: The out-degree of ¢ € & is 1
and its in-degree is 0. The function nodes are in one-to-one
correspondence with the f;’s. T is the set of terminal nodes.
The value at the terminal node is stored as a floating point
number rather than encoding time as a binary representation
for efficiency of manipulation. Each terminal node ¢ is labeled
with an element of S, s(t). The out-degree of a terminal node
is 0. E is the set of edges connecting the nodes of the graph;
(vi,v;) is the edge connecting node v; to v;. The variables of the
ADD are ordered; if v; is a descendant of v; (i.e., (vi,v;) € E),
then I(v;) < I(v;).

An ADD represents a set of boolean functions, one for each
function node, defined as follows:

1. The function of a terminal node, ¢, is the constant function
s(t). The constant s(t) is interpreted as an element of a
boolean algebra larger than or equal in size to S.

2. The function of a node v € V is given by I(v) - finen + I(v)’ -
felse, where ‘-’ and ‘+’ denote boolean conjunction and dis-
junction, and finen and feise are the functions of the then
and else children.

3. The function of ¢ € ® is the function of its only child.

For example, given the circuit of Figure 1(a), the table of Fig-
ure 1(b), which provides the arrival time of the output node of
gate G2 for each input vector, can be represented with the ADD
of Figure 1(c).
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Figure 2: A Combinational Circuit, and its Associated

Functional BDD’s and Arrival Time ADD’s.

3 ADD-Based Timing Analysis

The problem of calculating the timing response of a combina-
tional circuit can be formulated as follows: Given a combina-
tional circuit, find the set of input vectors for which the length
of the critical path, under a specified mode of operation and a
gate delay model, is maximum; the length of the critical path
gives the overall circuit delay.

Using the ADD data structure, we are able to find more than
just the overall circuit delay. In fact, the algorithm described
in the next section allows us to compute and store the length of
the critical path for each input vector. The amount of timing
information we are able to compute is then much greater than
what is usually computed by traditional delay analyzers. This
additional information is useful in applications like re-synthesis
for low-power.

In the realization of our ADD-based timing analysis tool, we
have made the following assumptions:

1. The circuit is assumed to operate in floating mode.
2. The monotone speed-up gate delay model is used.

3. Gate delays are modeled as pin-to-pin delays
4

. For each input pin j of gate g, d(g;,z) is composed of the
intrinsic delay of the gate plus the delay due to the driving
and load factors of the gate when input vector z is applied
to the gate.

5. Gate delays may be different for rising and falling input tran-
sitions dependingon the library used to map the circuit. Also,
different pins may be responsible for different gate delays.

3.1 The Algorithm

Given a gate g of the network and its input vector z, the arrival
time at its output, AT (g, ), is evaluated in terms of its con-
trolling values, and its fanin gate delays, d(g;,z). Let g7 be the
gate connected to g via pin 7.

If at least one fanin g7 of g has a controlling value,

AT(g,z) = nljin{(AT(gj7z) | fg5 = controlling)+d(g;,=)}. (1)
If all fanins of g have non-controlling values,

AT(g,z) = m];_ax{AT(gj, z) + d(gj, z)}- (2)

Using the circuit represented in Figure 2, we can now go through

an example of how the arrival times are calculated. For the sake
of simplicity, assume unit time gate delay for all gates and all

ComputeAT(BG,G,AT,DELAY) {
if (non_contr_value(BG) && all_const(AT)) {
forall (fanin;)
time = Max(AT;, non_contr_delay(DELAY;))
return(time);

if (contr_value(BG) && all_const(AT) && all_const(G)) {
forall (fanin; such that contr_input(G;))
time = Min(AT;,contr_delay(DELAY;))
return(time);

if (table lookup(cache,(BG,G,AT,DELAY),R))
return(R);

v = top_var(BG,G,AT);

R; = ComputeAT(BG,,G,,AT,,DELAY);

R. = ComputeAT(BG,,G,,AT,,DELAY);

R=v-Ry+7v - R

table_insert(cache,(BG,G,AT,DELAY),R);

return(R);

Figure 3: The Arrival Times Computation Algorithm.

its pins, i.e., d(g;,z) = 1. The arrival time for inputs a, b, and
c of the circuit is shown in parenthesis. Assume we want to
calculate AT(G2,011), the arrival time at the output of gate
G2, given the input vector {a,b,c} = (o011). We start with
the evaluation of gate G1. The arrival time at the output of
gate G1 is controlled by the input a. Therefore, the arrival
time at its output is AT(a,011) + d(Glg,011) = 1+ 1 = 2,
and its functional value is set to 1. All fanins to G2 have
non-controlling values, therefore, the arrival time of G2 is de-
termined by the latest arriving input. That is, AT(G2,011) =
max {(AT(G1,011)+d(G2q1,011)),(AT(c, 011)+d(G2¢,011))} =
AT(G1,011) + d(G2g1,011) =2+ 1 = 3.

We are now ready to see how ADD’s are used to compute the
arrival times of a circuit for all combinations of input values.
In Figure 3 we show the pseudo-code of the procedure which
computes the arrival time ADD for a simple gate in a circuit.
The algorithm requires four parameters, the functional BDD of
the gate, BG, and three arrays, G, AT, and DELAY, containing
the functional BDD’s, arrival time ADD’s, and rise and fall gate
delay information respectively, for each fanin to the gate. The
arrival times are computed for all combinations of input values.
This is accomplished by splitting on the top variable among
all the arguments, BG, G, and AT, until a constant value of
1 or O has been reached for BG, the functional BDD of the
gate. This constant, 1 or 0, determines whether the gate has
any controlling values at its fanins. For example, if the gateis a
NAND, then a constant 1 at its output implies at least one fanin
is at a controlling value of 0. Likewise, if the gateis a NOR, then
a constant 1 implies all fanins are non-controlling, or 0. If all
fanins of a gate are non-controlling (i.e., non_controlling( BG) is
true) then we already know that the BDD’s of all the fanins are
also constant, and we only need to check if the arrival times of
these fanins are constant as well. If so, then we have reached
a terminal case, and we can compute the arrival time for the
gate given the input values associated with the splitting order.
This computation is done in line 4 of the pseudo-code using
Equation 2.

If on the other hand, it has been determined that at least one
fanin of a gate is controlling (i.e., controlling{ BG) is true), then
it is not necessarily the case that all fanins are constant; only
one controlling fanin needs to be constant. Since the arrival time
at the output of the gate is determined by the earliest arriving
controlling input, we need to know exactly which inputs are
controlling. Therefore, it may be necessary to further split on
variables until both arrival time ADD’s and functional BDD’s
of all fanins are constant. The arrival time computation is done
in line 9 of the code using Equation 1.



Going back to the example in Figure 2, we can now see how the
arrival time ADD is constructed using again the input vector
{a,b,c} = (011). We first split the BDD of G2, along with the
BDD’s and ADD’s of G1 and ¢ with the variable a = 0, i.e.,
{a,b,c} = (0xx). Although the BDD and ADD of G1 are now
constant (BDD(G1,0xx) = 1, AT(G1,0xx) = 2), the BDD’s
for G2 and c are not constant, so we split again with ¢ = 1.
Notice that although I(b) < I(c), b is no longer contained in the
BDD’s or ADD’s, so we split on c instead. Now, we have reached
constant values for the BDD’s (BDD(G2,0x1) = 0,c = 1), and
the arrival time can be computed as AT(G1,0x1)+d(G2g1,0X1)
=241 = 3. Going now to the arrival time ADD of G2 we see
that the arrival time pointed to by the vector {a,b,c} = (o11)
is 3. Other arrival times are computed in a similar fashion,
by splitting on the top variable v and recursively calling the
procedure on the then and else branches until a terminal con-
dition is reached. The ADD is constructed by combining the
ADD’s of these branches, R; and Re, and forming the result,
R=v-R:+ v -Re. Notice by the example shown in Figure 2,
the arrival time ADD of a gate may contain more or fewer nodes
than its functional BDD. Also, an arrival time ADD of a gate
may not be a function of the same variables as its BDD.

Once the arrival time computation is complete, we have avail-
able not only the critical path delay at the output of the gate,
but also the exact set of input values that produce that delay.
Tracing the arrival time ADD for G2, we see that the critical
path of 4 is produced by the input vectors {a,b, c} = (101),(111).
In fact, we can extract the exact set of input values for any
possible arrival time seen at the output of the gate. The ADD
structure also lends itself well to the handling of don’t care com-
binations at the inputs. For instance, if certain primary input
combinations will never happen in a circuit, then the arrival
times for these input values need not be computed, thereby sim-
plifying the overall timing analysis.

To speed up the computation time, a local hash table is used
for each gate to store intermediate results as its arrival time is
computed. BG, the functional BDD of the gate, is not strictly
required in the recursion or hashing function because it is logi-
cally implied by the BDD'’s for the inputs. However, it is faster
to check for the terminal cases and to detect that two subprob-
lems are not identical if BG is available.

3.2 Input Variable Ordering

Although in some instances the arrival time ADD of a gate may
be smaller in size than its functional BDD, in practice the ADD
usually runs about 5 to 10 times larger than its BDD in terms
of number of nodes. The size of the ADD’s of the gates depends
partially on the structure of the circuit and to a large extent
on the input variable ordering. Finding a good input variable
ordering for the ADD’s is key to calculating the arrival times
with efficient time and memory usage.

Much recent work has been done in the area of reducing the size
of the functional BDD representation of a circuit using smart
variable ordering methods [16, 17, 18, 19, 20]. A good variable
order for the functional BDD’s of a circuit often correlates with
a good variable ordering for the arrival time ADD’s. However,
an ordering that is “good enough” to efficiently store the func-
tional BDD may not be good enough for the arrival time ADD.
Also, as with BDD'’s, a good ordering method for one particu-
lar circuit’s ADD is not necessarily a good ordering method for
a different circuit. Using a simple depth-first search ordering
algorithm may work well for a fanout-free circuit, for example,
but may cause an ADD size explosion for a different circuit.
The dependency of the size of the ADD to the structure of the
circuit suggests using an ordering that is more sensitive to the
fanout of the circuit. A different method may provide a bet-

Circuit PI PO Gates Top. True Time
H ‘ ‘ ‘ Delay | Delay (sec) H
C432 36 7 197 24 23 | 1954.9

C499 41 32 530 24 mem-out

C880 60 26 357 15 15 | 435.0
C2670 233 140 810 26 time-out

C5315 178 123 1710 34 34 11800.3
C7552 207 108 2776 39 38 86.7
CBP16 33 17 278 51 25 4.8
CBP32 65 33 496 99 41 17.6
CBP64 129 65 992 195 73 74.9
CBP128 257 129 1984 387 137 431.9
Ablock 52 16 609 54 30 30.1

Table 1: Results for Arrival Time Calculation.

ter ordering than depth-first search, but this still may not be
good enough given that on average ADD’s grow at a faster rate
than BDD’s. Initial experiments suggest using a dynamic vari-
able ordering, such as those presented in [17, 18, 20]. Since the
time to run a dynamic variable ordering procedure depends on
the initial ordering of the variables, a good approach would be
to start with an ordering sensitive to fanout, and then proceed
to dynamically reorder the variables as the ADD’s grow in size
above a certain threshold.

3.3 Reducing Memory Requirements

Generating the ADD’s for the arrival time of all the gates of a
circuit may require a large amount of memory. If one is inter-
ested only in detailed information on the outputs of a circuit,
two approaches can be used to significantly reduce this memory
requirement: deleting unused ADD’s and BDD'’s, and sorting
the primary outputs. As the arrival time of a circuit is being
calculated, we move from the inputs forward toward the outputs
visiting all the gates in a depth-first search manner. Using this
method, we guarantee that all fanins of a gate have been visited
and their arrival times computed before the gate itself is visited.
Furthermore, once all the fanouts of a gate have been visited,
then the ADD and BDD of that gate will no longer be needed
to compute the arrival time ADD of any other gate. ADD’s and
BDD'’s of these gates may be freed, effectively reducing mem-
ory usage. The other effective approach involves pre-sorting the
primary outputs according to non-increasing static delay. The
output with the longest static delay is processed first. If the
true delay of this output is greater than or equal to the longest
static delay of the next output, then the critical path has been
found, and we do not need to proceed any further.

4 Experimental Results

In Table 1 we report the results for computing the true delay
for some combinational benchmark circuits using ADD’s we ob-
tained on a DEC-Station 5000 with 80 Megabytes of RAM. Most
of the examples are from the IsSCAS’85 set [12]. Also presented
are data for 16, 32, 64, and 128-bit Carry-Bypass Adders, and
for a component module, called Ablock, of a greatest-common-
divisor circuit, which contains two 16-bit Carry-Bypass Adders
and some multiplexing logic. The circuits were mapped onto a
NAND /inverter library using the SIS [11] technology mapper.
This limited library was used only to simplify the initial coding
of the algorithm; the code can easily be expanded to handle
other gates. Arrival times were computed using unit gate de-
lays. In particular, column Circuit indicates the circuit name,
and columns PI, PO, and Gates indicate the number of primary
inputs, primary outputs, and number of gates respectively after
technology mapping of each circuit. Column Top. Delay gives
the static delay computed by SIS, and column True Delay gives



the true delay calculated by our ADD-based timing analyzer.
Finally, column Time reports the CPU time in seconds needed
to calculate the arrival time of the critical path.

Of course, no comparison is possible with results obtained using
existing timing analysis tools because, as mentioned earlier in
the paper, the amount of information calculated by our proce-
dure is much more extensive than the simple worst-case, true
delay of the circuit; this leads, obviously, to run times of the
ADD-based method that are sensibly higher than what has been
published, for example, in [8]. However, there is a class of cir-
cuits, the Carry-Bypass Adders, for which our procedure is very
competitive also in terms of run time. Carry Bypass Adders are
known to be particularly difficult to handle by timing analysis
algorithms based on false paths elimination. Consequently, true
delay results on these circuits are not available in the literature,
but for devices of a limited size, and the CPU time required
to complete the true delay computation is usually much higher
than the time taken by our ADD-based method.

The hash table proved to be quite efficient in our computations;
hit rates averaged about 30%. Although these examples were
run using unit gate delay, the tool supports non-unit delays on
gates, as well as skewed rise/fall delays for each fanin pin and
delays due to fanout load. In general it takes longer to compute
arrival times when the circuit does not have unit gate delay.
In the case of the Carry-Bypass Adders and the Ablock, this
extra time is nominal (about 10% longer). For other circuits,
computation times may be several times longer. These time
should go down as improvements to the algorithm are made,
since the size of arrival time ADD’s (25-50% larger) does not
indicate major problems in terms of memory requirements.

5 Conclusions and Future Work

Designing digital circuits that satisfy given timing constraints is
one of the main requirements in the process of fabricating mod-
ern VLSI devices. Various timing analysis techniques have been
presented over the years; most of them were based on explicit
false paths detection and elimination, others used probabilistic
or test generation-like approaches.

In this paper we have presented an ADD-based method to per-
form true delay computation in combinational circuits. The
algorithm is able to efficiently compute and store the length of
the critical path for all possible input vectors. Experimental
results, though preliminary, are very encouraging, especially on
some circuits, like the Carry-Bypass Adders.

The amount of timing information provided by our tool allows
us to approach the problem of re-synthesizing combinational cir-
cuits for low power; this is the direction we are currently moving
towards. The exact knowledge of the arrival times at each gate
of the network can be used to identify critical input vectors,
critical gates, and critical paths. Combinational circuits can
be re-synthesized for low-power using two approaches: First, re-
ducing glitches caused by transition delays when primary inputs
switches values, and second by relaxing arrival times on gates
that are not on the critical path. We want to choose a delay that
has the effect of both reducing glitches due to input transitions,
and reducing capacitive load at the output of the gate.
Variable ordering plays a fundamental role in all the BDD/ADD
based symbolic algorithms. We are currently investigating the
relationship between functional BDD’s and arrival time ADD’s
with respect to their variable orderings. Many algorithms and
heuristics are available to find good orderings for the functional
BDD'’s of a circuit, but there is no guarantee that the same or-
dering criteria work when applied to arrival time ADD’s. Fur-
thermore, we are trying to apply to ADD’s dynamic reordering
techniques, as the ones suggested by Bernard Plessier [17], Eric
Felt and co-workers [18], and Rick Rudell [20].
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